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ABSTRACT 

A model emphasizing the possible genetic role of tandem duplications of 
reverse repeats has been developed as an extension of CRICK’S (1971) general 
model for the chromosomes of higher organisms. Although developed initially 
(1) to explain why random differences in the control regions of individual 
gene loci might confer a selective advantage on heterozygous individuals as 
well as (2) to offer the species a means by which such differences might be 
effected without mutational harm, it seems that control regions built on a 
foundation of tandemly duplicated reverse repeats would exhibit many prop- 
erties previously observed in studies on mutable loci in various organisms. 

APPROXIMATELY fifteen years ago, experimental evidence suggesting that 
under certain conditions X-ray-induced mutations might have an enhancing 

effect on viability was obtained for Drosophila melanogaster (WALLACE 1957, 
1958 and 1959). Control flies that were homozygous for their second chromo- 
somes proved to be less viable than comparable individuals, also homozygous for 
their second chromosomes, which were heterozygous for genetic changes induced 
by the exposure of one of the two homologues to 500r of X-radiation. At the time, 
these experimental results were vigorously questioned (MULLER and FALK 1961 ; 
FALK 1961) on both theoretical and technical grounds. The initial observations, 
however, have been confirmed and extended by WALLACE (1963b), MUKAI and 
YOSHIKAWA (1964) and MARUYAMA and CROW (1974). As the latter say, “. . . it 
is hard to ignore three independent sets of experiments, in three different labora- 
tories, each significant and pointing in the same direction.” In addition to direct 
measures of the average effect of irradiated chromosomes on viability, a number 
of studies have been made of the effect of radiation on exposed populations, 
studies that deliberately interweave the roles of mutation and natural selection 
in determining observed fitnesses. AYALA (1966) and, more recently, BLAYLOCK 
and SHUGART (1972) have shown for various Drosophila species that the fitnesses 
of populations which are exposed to low levels of radiation generally surpass those 
of unirradiated controls. 

In an extremely thorough and systematic analysis of heterosis in D. melano- 
gaster, VANN (1966) showed that genetic differences between homologous chro- 
mosomal segments-whatever the position of these segments within the two 
major autosomes-are responsible for hybrid vigor. He found that amounts of 
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genetic differences measured in terms of either lengths of chromosomal segments 
or degrees of relatedness of homologous segments determine heterosis according 
to the same rules. Thus, however much they differ genetically, chromosomal seg- 
ments extrapolated to zero length were found to have identical effects on fitness, 
an effect identical, as well, to that shown by segments of any length when the 
latter involved chromosomes obtained from the same, highly inbred strain of 
flies. 

VANN’S experiments and those involving mutagenic radiation suggest that, at a 
multitude of loci scattered throughout the genome, a dissimilarity of the two al- 
leles (even a dissimilarity that is random in origin) is selectively superior to 
identity of these alleles. VANN’S analysis shows that chromosomal segments at 
whatever location fit a common pattern. What sort of genetic model might ac- 
count for beneficial effects of ubiqitous, if not random, differences? What can be 
the advantage of heterozygosity per se to use LERNER’S ( 1954) phrase? 

WALLACE (1963a) attempted to answer these questions by focusing attention 
on the control of gene function rather than on the proteins coded l o r  by structural 
genes. This early attempt was not notably successful. The models of gene control 
which were understood at that time were too simple for the task at hand. while 
suspected control systems of higher organisms were too complex to be under- 
stood. 

In  recent years two excellent papers on gene control have appeared. BRITTEN 
and DAVIDSON (1969) have postulated a hierarchal system of gene control in- 
volving elements each of which can call into play batteries of structural genes 
(or of subsidiary control elements). CRICK (1971) has described a model in 
which the recognition sites of gene control are encoded in the DNA thread of each 
chromosome. These sites (“sensors” in the following discussion; presumably these 
are adjacent to transcription initiation sites) are deployed as single strands of 
DNA situated atop hairpin loops of double stranded DNA (“pedestals”) ; the 
torsional stress at the apical bend is, according to CRICK, the means by which 
the two strands of the sensor region are forced apart. 

There is no need here to give the details of CRICK’S model. Suffice it to say that 
the image of control regions consisting of linear arrays of sensors, each capable 
of initiating the transcription of its associated structural gene, suggested an ex- 
planation for the advantage of random change in otherwise homozygous indi- 
viduals (where homozygosis includes identity of the sequential order of corre- 
sponding sensors within allelic control regions). Furthermore, in seeking a ge- 
netic mechanism that would permit the spontaneous shifting of sensors within 
control regions without concomitant harm, it appeared that tandem duplications 
of reverse repeats could serve the purpose. Then, upon examining the more gen- 
eral recombinational properties of such duplications, it appeared that a model 
capable of accounting for  many well known genetic phenomena had been de- 
veloped. 

The sections that follow are intended to elaborate on the above outline. Lest 
tandem duplications of reverse repeats strike readers as one of the less interesting 
aspects of genetics, let us regain their attention with the following claim: Tandem 
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FIGURE 1.-A diagrammatic representation of CRICK’S (1971) model of gene control. Each 
pedestal consists of a hairpin-like loop of double stranded DNA (heavy line) that is topped by 
a short apical region within which torsional stress causes the two complementary strands (light 
lines) to separate. The positions of corresponding sensors have been randomized within the con- 
trol regions of the two alleles of gene-i shown here. 

duplications of reverse repeats, in our opinion, are to the control of gene action 
as base pair triplets are to protein synthesis; they are the building blocks of 
genetic control systems. 

Possible advantages of dissimilarly arranged sequences of sensors in the control 
regions of allelic genes 

Although CRICK assigned the pedestals and their recognition sites to globular 
DNA. the linearity of the DNA strand in these regions is in no way altered. 
Therefore, the pedestals of double-stranded DNA and their single-stranded sensor 
regions can be represented in single file as in Figure 1. 

Should the number of sensors for a given gene be considerable, the farthest one 
may not be a trivial distance from the gene whose transcription it controls. Dis- 
tance represents time and material. Using chromosomal puffs of Dipteran chro- 
mosomes as a model, it would appear that tens of minutes are required for puff 
formation (DUPRAW 1970, page 245) ; furthermore if transcription follows the 
DNA molecule from the sensor to the gene, considerable amounts of DNA must 
be transcribed into RNA before the gene acts. 

The supposed interrelations of sensors, structural genes, and systems that call 
for gene action should be clarified here. Structural genes are located at different 
loci. An unspecified number of systems can call for gene products; any one sys- 
tem may call for the activation of few or many genes. No one gene need respond 
to all systems; different genes need not respond to the same number of systems. 
System A, for example, may call for the gene products of genes 1, 2, 4, 6 and 
7; system B may call for  1, 3,4, 5, and 6; system C may call for 2,6, 7, 8, and 9. 
Looking at this example from a different viewpoint, gene 1 must possess sensors 
for A and B, 2 for A and C. 3 for B, 4 for A and B,  5 for B,  6 for A, B, and C ,  7 for 
A and C, 8 for  C ,  and 9 for C .  

Because different genes possess different combinations of sensors, no system 
can dictate the position of its sensor within the sequence of sensors associated 
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with a given structural gene. At one locus sensor A may be adjacent to the struc- 
tural gene but at another locus it may be the most remote of a long series of 
sensors. To a large extent, the position of a sensor within a series of sensors must 
be a matter of chance; idealized sequences of all sensors of all systems at all loci 
may be impossible. 

Should the sensors of allelic control regions be distributed in identical se- 
quences, the mean distance between a particular sensor and the gene it controls 
would be one half the total length of the control region. On the other hand, should 
sensors be free to move about within the control region of each allele so that al- 
lelic sequences are not identical (as shown in Figure l ) , the mean distance be- 
tween the closer of two corresponding sensors and the structural gene it controls 
would be only one third the total length of the control region (see FEDERER, 
STEELE and WALLACE 1967, for applicable calculations). 

Were sensors arranged identically in allelic control regions, the response of 
one gene when called upon to act might be nearly instantaneous, that of others 
considerably delayed. The variation in the length of time between the initial 
call (say of system A in the earlier example) and the appearance of gene products 
of the different loci (genes 1,2,4,  6, and 7) would be large. Dissimilar arrange- 
ments of sensors within allelic control regions at each locus would make the re- 
sponses more uniform. Consider a system, D, that calls for action on the part of 
10 genes each of which has a control region consisting of 10 different sensors. If 
the sensors in allelic control regions were ordered in identical sequences, the 
probability that all 10 would be found no farther than 6th place from any struc- 
tural gene is less than 0.01 (=0.61°). On the other hand. if the positions of sensors 
within allelic control regions differ, then the probability that at least one D-sensor 
will be found no farther than 6th place from its structural gene at each of 10 loci 
is about 0.20 [= (1 - 0.49 lo]. 

The above example assumes that a system relying on a number of gene prod- 
ucts will not function until all such products have been produced. Should it be 
necessary that these gene products be produced very nearly simultaneously, the 
dissimilar arrangement of sensors within allelic control regions also offers an ad- 
vantage. Identical sequences of sensors in each of the 10 pairs of allelic control 
regions offer but one array of 10 distances from sensor to gene; this would result 
in a certain variance in the times required for  the different genes to respond to 
the same call (that of system 0) .  Dissimilar sequences in the control regions of 
allelic genes result, for the 10 genes under discussion, in 1024 (=elo) arrays one 
of which will have a smaller variance than the remaining 1023. Thus, if i t  is im- 
portant for genes, when called upon, to respond more or less simultaneously, dis- 
similarity in the positioning of sensors in allelic control regions greatly increases 
the probability that they will. 

Thus, in summary, the dissimilar positioning of sensors within the control re- 
gions of allelic genes tends to reduce the time between the call for a gene product 
and its synthesis, would better synchronize the actions of sets of genes that are 
called upon for simultaneous action, and would probably reduce the absolute 
pool size of nucleotides needed for transcription. Right o r  wrong, these are the 
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reasons why CRICK’S model, with the additional embellishments, appealed to us. 
The dissimilar distribution of sensors within corresponding control regions 

raises problems with respect to crossing over. If their distributions are not identi- 
cal, crossing over can lead to duplications and deficiencies; for example, a cross 
over near E (Figure 1) would lead to a loss of B or D from one recombinant 
chromatid and its duplication in the other. For the moment, this difficulty will be 
set aside in order to concentrate on intra-strand recombination. The resolution of 
the difficulty posed by inter-chromatid crossing over hinges on the elimination of 
recombinant chromatids carrying duplications or  deficiencies of sensors. We shall 
argue later that paracentric inversions are one means by which this selective 
elimination of cross-over strands is achieved. 

How pedestals might exchange position spontaneously 

If, as we have argued above, dissimilar arrangements of pedestals and sensors 
within allelic control regions are advantageous to the individual, then a means 
by which thcse structures can exchange position should be found in the DNA 
fiber. Because of their unique properties with respect to  chromosomal mechan- 
ics, tandem duplications and reverse repeats were examined with this role in 
mind. Neither one alone serves the purpose. Together, however, they do provide 
a mechanism by which sensors, without accompanying harm, become free to 
move about within the control region in which they are located. 

The structure that meets the requirements mentioned above is shown below: 
. . . a b c d O1 e f g h h’g‘f’etO2 d‘c’b’a‘a b c d O3 e f g h h#g‘f’e’04 d’c’b’a’. . .* 

In this structure, 0’s represent sensor regions while the material (a b c d, e f g h)  
on either side of each one forms its pedestal. Except for the sensors which must 
have specific conformations in order “LO serve their functicns, the pedestds (fol- 
lowing CRICK’S suggestion) are essentially repetitive. Any pair of pedes t d s  forms 
a reverse repeat; successive pairs, consequently, represent tandem duplications. 

The possible role of reverse repeats in the movement of pedestals within con- 
trol regions is illustrated in Figure 2. In this figure, a length of double-stranded 
DNA containing three pedestals and their single-stranded sensors is diagrammed 
in some detail. Six possible intra-strand recombinations (identi€ied by number) 
involving pairs of pedestals have been illustrated. The first recombination leaves 
the sensors unaffected. In contrast, the second causes sensors A and B to exchange 
places; following this recombination the order of sensors would be B A C. Re- 
combination #3, like #I,  leaves the sensors unaffected but #4 exchanges the 
positions of B and C, thus leading to the sequence A C B.  Any mechanism that 
permits adjacent sensors to exchange places without the loss of either one in effect 
permits sensors to take up any position within the control region. Through time, 
control regions that are constructed as shown in Figures 2 and 3 are fluid rather 
than static areas. 

Two additional recombinations are shown in Figure 2. Unlike the first ones 

* Our reverse repeat is equivalent to the molecular geneticist’s “palindrome”; that is, DNA each of whose strands is 
internally complementary about a point of symmetry. Primes ( I )  indicating this complementarity have inadvertently 
been oniittrd from the figures. 
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FIGURE 2.-A diagrammatic representation of three sensors and pedestals formed by the 
tandem duplication of reverse repeats. Double-stranded DNA is represented by double lines; the 
unpaired single strands of the sensor areas are shown as single lines. (See text for an account of 
the outcome of the six indicated intra-strand recombinations; see footnote, page 545). 

discussed, numbers 5 and 6 involve non-adjacent pedestals and, unlike the others, 
lead to the loss of pedestals and sensors. Recombination #5 excises sensors A and 
B (together with their pedestals) from the control region; #6 excises B and C. 

A 

I 
B 

FIGURE 3.-Diagrams suggesting the consequences of intra-strand recombination in control 
regions within which the sequential pattern of reverse repeats has been disrupted; the outcomes 
are described in  the text. A. recombination between adjacent sensors (“legitimate” recombina- 
tion) ; B. recombination between non-adjacent sensors (“illegitimate” recombination). 
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FIGURE 4.-A formal explanation of the mosaic dominance exhibited by two different scute 
alleles in Drosophila. Early to late developmental stages pass from bottom upwards. The solid 
stars represent the excision of the sc sensor of one allele in two cells (small ellipses) a t  one stage 
of development and its subsequent absence in descendants of those cells. The open stars represent 
the later excision of the sc sensor of the other allele in three cells, one of which is a descendant 
of one of the two earlier ones. Adult epidermal bristle-forming cells will form bristles only if 
they carry at least one sc sensor. Bristles that would be missing in adult flies homozygous for the 
two different scute alleles are the four falling within each of the two bounded areas. 

Presumably the excision of sensors would represent serious mutational events 
and therefore recombinations # 5  and #6 might be labeled “illegitimate” in con- 
trast to the earlier “legitimate” recombinations. Although these designations are 
made following the revelation of the contrasting effects of the two types of re- 
combination, the designations are not completely arbitrary. Presumably, histones 
and other materials must be stripped from DNA before it can replicate. Conse- 
quently, the DNA of adjacent pedestals would normally be exposed simultane- 
ously and thus be able to recombine more often than DNA of non-adjacent 
pedestals. 

(We speak here of the accidental excision of sensors as an undesirable, harm- 
ful act. Should the stripping of protein from DNA at various places be accurately 
controlled, however, the excision of unwanted sensors from control regions dur- 
ing development could itself be a valuable method of gene control. GALLY and 
EDELMAN (1972) have proposed a seemingly anaPogous mechanism for the 
genetic control of antibody production.) 

Recombination within deficient control regions 
Legitimate intra-strand recombination (that is, recombination between adja- 

cent pedestals) within a properly constructed control region merely alters the 
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relative positions of adjacent sensors. If, however, one sensor is missing because 
of a prior mutational event, legitimate recombination may lead to the loss of still 
another sensor. In Figure 3 the sensor labeled sc does not fit the otherwise con- 
sistent pattern 01 reverse repeats. Four legitimate recombinations involving sc 
are shown in Figure 3A. It can be readily verified that recombination #I leaves 
the sensors unaffected, #2 reverses the positions of sc and E, #3 excises sensor D, 
and #4 excises sensor sc. The presumed rarer illegitimate recombinations are 
shown in Figure 3B. In this case, recombinations #1 and #2 excise pairs of 
sensors, #3 exchanges the positions of sc and C, and #4 leaves the sequence 
unchanged. 

The sc sensor of Figure 3, the one borne by the “odd” pedestal, is so labeled 
because of the similarity between recombinational events described here and the 
behavior of the scute mutations in D. melanogaster. The use of the label sc for 
the one sensor is not strictly accurate because the entire control region plus the 
structural gene would constitute the scute locus. The interruption of the reverse 
repeat pattern of the scute control region would produce the scute phenotype 
provided that the original anomaly would in turn cause the subsequent loss of 
the sc sensor during the development of the individual fly. Thus, the sc sensor 
of Figure 3 is the one responsible for the activation of this gene in bristle-forming 
cells. Cells that are expected to develop bristles will not do so if they lack sensor sc. 

Figure 4 offers an explanation for the mosaic dominance that is characteristic 
of scute alleles. Icdividuals that are heterozygous for two scute alleles (sci/scj) 
lack only those bristles that are generally missing in both homozygotes (sci/sci 
and sci/scJ). We assume that the time during development at which an sc sensor 
is excised f’rom the aberrant control region depends upon its position within that 
region. The excision of sc from one of the two alleles in two different cells at an 
early developmental stagc is represented by the solid stars in the lower diagram 
of Figure 4. The additional excision of sc of the other allele in three cells at a later 
developmental stage is represented by the open s t m  of the center diagram. Note 
that one of these thren cells is a direct descendant of one of those which earlier 
had lost its other sc sensor. The outcome for the adult fly is a collection of epi- 
dermal cells (upper diagram) some of which have lost one sc sensor, some the 
other, a few both, and many neither. Only those cells in which both sc sensors 
are missing are unable to fo rm bristles; hence the term mosaic dominance. 

Because sensors are distributed in linear order along the DNA fiber, careful 
genetic mapping leads to a fine-structure map of the scute locus. Now, the claimed 
relationship between the position of sc within the control region, the stage at 
which it is excised, and the distribution of bristleless cells might easily suggest 
that subgenes at  the scute locus are responsible for particular bristles in the adult 
fly (DUBININ 1932). Furthermore, the loss of the sensor that is adjacent to sc, an 
event about as probable as the loss of sc itself, could lead to mutant phenotypes 
whose responsible genes (alleles of scute) would appear to be within the collection 
of scute subgenes. 

The excised pedestal and sensor 

The preceding section dealt with events that might occur within a control 
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region consisting of tandemly duplicated reverse repeats that has lost one or more 
pedestals and sensors. The reverse repeat pattern, as we have seen, would be 
disrupted so that legitimate recombination, instead of being free of harm, would 
lead to the. loss of still another sensor. The emphasis now shifts: What happens 
to the excised sensor? 

Figure 5 follows the loss of a sensor ( A )  from an incomplete control region. 

IL Y 

1 2 
FIGURE 5.-A diagram that illustrates the stabilization of an unstable control region through 

the excision of sensor A.  Released o€ torsional stress, A and its pedestal form an episome-like 
circle of double-stranded DNA. The free circle is shown entering a new and heretofore stable 
control region, an event that makes this region unstable. Stability of the W-2 region can be 
restored by the excision of (1) A or ( 2 )  X .  ( A  and its pedestal need not be truly free-floating, 
of course, if the two recombinational events-A-C and A-X-occurred during a mispairing of 
the two control regions.) 
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A legitimate recombination excises A and simultaneously restores the stability of 
the two remaining pedestals. Because of the loss of A, the mutant allele may 
exhibit still another visible trait. 

Pedestal and sensor A ,  a small circular fragment of DNA following its excision, 
is shown being incorporated into a second, previously stable control region 
( W-X-Y-2) . The incorporation is effected in the diagram by means of recombi- 
nation in the region designated c-d. The result is the addition of a new sensor, 
A, to the W-2 control region. The gene that is normally controlled by systems 
whose calls come by way of sensors W ,  X ,  Y ,  and 2 will now function under the 
direction of A as well and, consequently, may acquire a mutant phenotype. The 
new mutation will be unstable, however, because the reverse repeat pattern of 
the previously stable W-2 region has been disrupted. Legitimate recombination 
may excise either A (thus causing the gene to revert to its normal state) or X 
(thus stabilizing the new mutant phenotype). 

The behavior of the excised pedestal described above is reminiscent of the trans- 
position of control elements in maize described by MCCLINTOCK in her classic 
studies (MCCLINTOCK 1950, 1956, 1965). Through somatic transposition, maize 
plants carrying one A c  (Activator, one of the control elements studied by 
MCCLINTOCK) on each of two chromosomes occasionally give rise to cells in 
which either both Ac’s are closely linked on one chromosome or both are 
missing ( MCCLINTOCK 1949). This transposition and many other anomalies 
described by MCCLINTOCK can be accounted for by recombination in regions of 
imperfect sequences of reverse repeats. The outcomes of such recombinations 
are shown in Figure 6. As a result of recombination # 1, sensor C is deleted from 
oil e chromosome and is iiiserted immediately beside its homologous counterpart, 
a inove that mimics that described above for Ac. MCCLINTOCK (1965) has sum- 
marized her conclusions concerning control elements. Many of the items she lists 
involve the loss, transposition, or insertion of control elements; these items, in 
our opinion, can be accounted for on the basis of reverse repeats (and the dis- 
ruption of sequential reverse repeat patterns) as described here. 

Predictions and correlations 

The value of any model is measured not only by what it explains but also by 
what it predicts. The incorporation o f  CRICK’S recognition sites into a matrix of 
tandemly duplicated reverse repeats has made sense of and has extended our 
interpretation of past observations. We have not attempted to take up these 
observations one by one; nevertheless, we might point out the following: A 
reversal in the relative positions of dissimilar sensors controlling the same struc- 
tural gene would appear under standard mapping techniques as a reversal in the 
position of two genes; thus, our model offers a basis for re-examining findings 
such as those reported by LAUGHNAN (1955) and EMMERLING (1958). 

The similarity between the postulated transpositions and other cytological 
aspects of the tandemly duplicated reverse repeats discussed here and the actual 
behavior of the control elements studied by MCCLINTOCK (op. cit.) led to a search 
into the origins of controlling elements. Their origins lie primarily in material 
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FIGURE 6.-Inter-chromatid recombination between corresponding control regions each of 
which contains an "odd" member (C, and C,) which disrupts the reverse repeat sequence. The 
ou I comes of the four indicated recombinations are shown below the diagram. One outcome, com- 
ntnted on in the text, excises C, from its position in one strand and inserts it into the other. 
('IT he a recombinant strand in each instance begins with the upper centromere (- -) ; the b 
*' md either begins at the lower centromere or, if a is dicentric, depicts the acentric fragment.) 

produced during a study of breakage-fusion-bridge cycles. The chromatid 
breakage-fusion-bridge cycle is illustrated in Figure 7; it is clear from the 
diagrams that through the repeated formation of dicentric chromatids, the break- 
age-fusion-bridge cycle generates tandemly duplicated reverse repeats. While it 
is true that the chromosome breakage-fusion-bridge cycle (see MCCLINTOCK 
1951, Figure 1 )  generates tandem duplications, these are often tandem dupli- 
cations of material in which reverse repeats have already been formed; therefore, 
this cycle also generates tandem duplications of reverse repeats. 

Transcription of DNA that consists of reverse repeats gives rise to reverse 
complementarity within the newly formed RNA. Assuming that heterogeneous 
nuclear RNA (HmRNA) is RNA transcribed from control regions of gene loci, 
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FIGURE 7.-An illustration of the generation of tandemly duplicated reverse repeats by the 

chromatid breakage-fusion-bridge cycle in maize. The dicentric that is formed by the topmost 
fusion is symmetric about c. The next dicentric is symmetrical about its fusion point and, there- 
fore, is symmetrical for previously existing reverse repeats. The extra chromatin gained by the 
larger of the dicentrics consists for  the most part of sequences of reverse repeats although not 
necessarily as regularly spaced as those illustrated. 

- 

one would predict that newly formed mRNA would be attached to additional 
RNA consisting of double-stranded hairpin loops. In agreement with this expec- 
tation, it appears ( JELINEK and DARNELL 1972) that HnRNA does indeed contain 
double-stranded regions. Furthermore, it seems (DUNN and STUDIER 1973) that 
the double-stranded RNAase, ribonuclease I11 of E. coli, processes mRNA by 
destroying attached double-stranded RNA (ROBERTSON et al. 1968). 

At some future time it should be possible to isolate the HnRNA that is tran- 
scribed with a particular mRNA. By restricting the study to times at which a 
specified locus is subject to call by a single system (as by a hormone or other 
inducing substance), our model predicts that inbred strains of genetically uni- 
form individuals should produce (for this single locus and single call) HnRNA’s 
of uniform length, but that this length should vary from strain to strain. Further- 
more, the corresponding HnRNA of hybrid individuals should show components 
corresponding to those of the two parental inbred strains, with a possible excess 
of the shorter one. 

Throughout this discussion, sensors have been depicted in the pedestal-receptor- 
site form suggested by CRICK. If these sensors were fixed in their positions within 
control regions, one might expect that each sensor would be asymmetrical in base 
composition, thus assuring that transcription would proceed along the correct 
strand in the direction of the structural gene. An asymmetrical sensor that 
initiated transcription 011 one DNA strand only, however, would not function 
properly if it were rotated; unfortunately, each shi€t of a sensor within a control 
region under our model rotates it as well. Consequently, we are forced to postu- 
late that sensor regions must also be constructed as reverse repeats; rotation in 
this case would not affect their function. 
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Sensors that consist of reverse repeats pose problems of their own with respect 
to transcription: How can transcription be directed toward the structural gene? 
An inelegant possibility is that transcription proceeds in both directions from the 
sensor. Transcription of one strand leads eventually to the structural gene and to 
the transcription of mRNA; that of the other leads to a termination signal and 
ends with the production of HnRNA only. Although wasteful, this method would 
work. A large amount (about one half) of newly transcribed HnRNA would not 
be attached to mRNA. 

A more elegant and less wasteful possibility would rely on signals encoded in 
DNA on either side of the reverse repeat area of the control region. As the poly- 
merase molecule began DNA replication distal to the control region, it would 
encounter the first signal saying, in effect. “Coat the newly synthesized strand 
so that it cannot be transcribed.” Having completed the replication of the first 
strand through the structural gene, the polymerase molecule would return on 
the complementary DNA strand. Between the structural gene and its control 
region (that is, proximal to the control region), it would encounter a second 
signal: “Forget signal one; coat me so that I cannot be transcribed.” Th i s  hypo- 
thetical procedure would produce sensors whose exposed single strand of DNA 
would direct transcription toward the gene. 

Although the second scheme is fanciful in the sense that no direct evidence in 
its support exists, it may explain the striking gene control exerted by reverse 
repeats generated by the breakage-fusion-bridge cycle. The two signals, remem- 
ber, were said to lie on the proximal and distal sides of the control region; should 
the positions of the two signals be reversed, transcription of the gene would be 
impossible. A minute fragment of chromatin composed of several artificially 
generated tandemly duplicated reverse repeats might carry both signals in one 
of the repeated segments. Inserted before a structural gene in the reverse order, 
this segment would prevent transcription of the gene. If the segment were rotated 
as a result of recombination within the series of reverse repeats, the gene would 
be “turned on7’. The next rotation would turn the gene off once more. Abrupt 
alterations of this sort (“changes in state”) are a frequent characteristic of the 
controlling elements in maize. 

Still other predictions are possible. For example, the model claims that repeti- 
tive DNA should contain short, largely unique internal segments which, upon 
close examination, will themselves prove to be reverse repeats. Justification of 
the model entirely in molecular terms does not seem necessary, however. The 
model of gene control proposed by BRITTON and DAVIDSON (1969) is supported by 
a considerable mass of observational data; the embellishment provided by CRICK 
(1971) once more focuses attention on properties of the DNA fiber itself in a 
manner largely neglected since the classical work of WATSON and CRICK (1953) ; 
our own stress on the peculiarities in the inheritance of tandemly duplicated 
reverse repeats has placed control regions in a new light. 

Inter-chromosomal recombination 

Duplications and deficiencies of sensors may follow inter-chromosomal 
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recombination within control regions whose sensors are arranged in dissimilar 
sequences. Five inter-pedestal regions are illustrated in Figure 1 ; crossing over 
within any one of these would give rise to alleles with inadequate collections of 
sensors. The following paragraphs are addressed to this difficulty. 

Homozygosis for an entire chromosome in Drosophila is almost always dele- 
terious with respect to individual viability or fitness; the viability of such 
homozygotes is consistently lower thsn that of flies heterozygous for two different 
chromosomes (WALLACE and MADDEN 1953; DOBZHANSKY and SPASSKY 1953). 
The introduction of a small amount of heterozygosity into an otherwise homozy- 
gous background is beneficial not only if the variation is “natural” (VANN 1966) 
but also if it is artificially induced by radiation (WALLACE 1958; MARUYAMA 
and CROW 1974). 

To cope with the difficulty posed by inter-chromosomal recombination, we 
begin by postulating that the chromosomes carried by individuals of a hypo- 
thetical papulation are all identical with respect to both the structural genes they 
carry and the disposition of sensors within allelic control regions. Proceeding 
from this base, each change in the sequence of sensors of this or that control 
region should be advantageous. If the probability of a crossover between the 
displaced sensors of a control region is small compared to the advantage the dis- 
placement confers on heterozygous individuals, discrepancies in sensor sequences 
will grow in number. At some point, however, the harm done by the gain and 
(especially) loss of senscrs through recombination will equal the benefit that 
differences in sensor sequences confer; the result will be a stable equilibrium. 

Should the equilibrium described in the preceding paragraph not exhaust the 
selective advantage that might possibly accrue to individuals through the dis- 
similar distribution of sensors in the control regions of still other gene loci, Dro- 
sophila has two procedures by which the extent of this type of heterozygosity can 
be increased. The first of these involves the inversion of gene sequences. Crossing 
over within the control region of a locus can lead to the loss of sensors in recombi- 
nant chromatids if the sensors are arranged in unlike sequences in the two alleles. 
Crossing over within a parcentric inversion, however, leads to the elimination 
of recombinant chromatids. Therefore, given (1) the existence of an inversion 
polymorphism and (2) the ubiquity of loci at which dissimilar arrays of sensors 
are selectively advantageous, one can imagine that control regions with dissimilar 
arrays of sensors might preferentially accumulate within the limits of paracentric 
inversions. Crossing over in the control region of any locus within these limits 
would be rendered harmless because the crossover strands would be relegated to 
non-functional polar bodies. Such an accumulation of dissimilar control regions 
within inverted regions would explain the observed coadaptation of gene arrange- 
ments that coexist within local populations (DOBZHANSKY 1948, 1950) and the 
tremendous hybrid vigor (three-fold differences in the fitnesses of structural 
heterozygotes and homozygotes are not uncommon) that frequently accompanies 
heterozygosity for naturally occurring inversions (WRIGHT and DOBZHANSKY 
1946). 

The notion that dissimilar allelic control regions accumulate within the limits 
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of paracentric inversions places the role of inversions in Drosophila populations 
in a new light: At present, inversion polymorphisms in Drosophila are said to be 
possible because crossing over within the inverted sequences of structurally 
heterozygous females docs not lead to an appreciable egg mortality; the account 
presented here says that inversion polymorphisms exist because they lead to the 
harmless elimination of chromosomes that would otherwise be deficient for 
sensors in gene control regions at various loci. 

Drosophila, and presumably other organisms, have a second procedure by 
which the proportion of loci containing dissimilar control regions might be maxi- 
mized with minimum concomitant harm. A comparison of the genetic and cyto- 
logical maps of Drosophila reveals that crossing over does not occur with equal 
frequency in all segments of the chromosome. Large map distances may represent 
relatively short chromosomal regions; long chromosomal regions may show little 
crossing over and hence occupy short regions on the genetic map. The concen- 
tration of dissimilar gene control regions in the latter chromosomal regions would 
greatly reduce the danger posed by recombination and, hence, increase the 
number of loci which could possess ‘‘heterozygous” control regions. The ideas 
presented here are readily testable. 

On the evolution of control systems 

Control regions comprising long series of sensors and pedestals could serve as 
an adequate, if somewhat inefficient, system leading to the proper expression of 
genes during development and later. A more efficient system would involve a 
hierarchy of controls such that genes in the first level can each evoke the opera- 
tion of several in the second, each of which in turn can evoke the action of several 
loci of the third level, and so on. 

The number of different sorts of sensors (and, hence, of sensor-activating sub- 
stances) that are needed to operate hierarchal and non-hierarchal systems may 
serve as a measure of efficiency. In a hierarchal system the required number of 
unique sensors is the sum of the loci involved at all levels of control. Were a sys- 
tem as complex as that of the hierarchal system to operate without hierarchal 
levels, one sensor would be needed for each pathway of control in the hierarchal 
system; consequently, the necessary number would equal the product of the loci 
postulated for the different levels of the hierarchal system. For complex systems, 
the product would always exceed the sum. 

The evolution of genic control from non-hierarchal to hierarchal systems would 
not require the development of a new basic mechanism; the reverse repeats that 
we have discussed would serve equally well in the construction of primitive non- 
hierarchal control systems and in that of sophisticated hierarchal ones. Thus, the 
evolution of the one type of system into the other does not call for the origin of 
new techniques and procedures of gene control. A slight modification of the prim- 
itive system adapts it for the more advanced system of control. I t  is interesting 
to speculate that organisms (amphibia, for example) possessing what appears to 
be an inordinant amount of DNA, DNA that cannot readily be explained by 
polyploidy, are those which have failed to evolve hierarchal control systems. 
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Neutralism versus selectionism 
We now turn once more to matters o l  population genetics, the doorway through 

which we entered into this extended discussion of tandemly duplicated reverse 
repeats. At this moment we do not know whether or not selection favors dis- 
similar homologous control regions as we have argued. If these regions do in fact 
tend to be dissimilar, however, the effective heterozygosity in natural populations 
would be exceedingly high. WALLACE (1963a) pointed out that dissimilar con- 
trol regions C,, C,, C,, . . . at the A locus, for example, effectively convert this 
locus into a series of alleles A,, A,, A,, . . . because the gene A can function only 
through its control mechanism. Thus, the dissimilarity in structural alleles re- 
vealed as gene-enzyme variation (LEWONTIN and HUBBY 1966) should be com- 
bined with the dissimilarity of control regions in order to estimate the total extent 
of genetic heterogeneity per locus. 

With the exception of instances in which sensors have been accidentally lost, 
it seems that selection operating on their disposition within control regions must 
for the most part be density-dependent or, in WALLACE’S (1968, 1970) terminol- 
egy, “soft” selection. The importance of gene control concerns the efficiency with 
which metabolic pools are used, the speed with which genes react when called 
upon, and the degree to which products of different loci are synchronized for most 
efficient interaction. A multitude of homeostatic mechanisms exist which nor- 
malize development whenever possible; for example, in D. melunogaster both 
bobbed homozygotes and Minute heterozygotes survive although the larval de- 
velopment of the latter may require an additional 48 hours. Consequently, there 
is no need to look upon inefficient control mechanisms (these are not to be con- 
fused with control regions that lack specific sensors) as lethal mutations nor is 
there any need to assign to them a fixed probability of lethality. Instead, certain 
well-functioning individuals will-if they exist in a population-displace less 
efficient ones who, in the absence of this rigorous competition, might otherwise 
appear thoroughly norrnal. 

Randomness of genetic differences is at times misinterpreted as evidence for 
the neutrality of such differences. Chromosomal inversions in the genus Dro- 
sophila should have served as a warning against this line of reasoning because, 
although chromosomes differing in gene sequence often exhibit heterosis, the 
overall distribution of naturally occurring inversions within the genus Drosoph- 
ila with respect to either size or position on the chromosome is essentially random 
(FEDERER, STEELE and WALLACE 1967; LEVINS and VAN VALEN 1968; and 
BAUMANN, personal communication, 1963). Both with respect to the position of 
sensors within control regions and in the origin of differences between sensors 
(that is, with respect to recognition sites), a random difference might easily be a 
selectively favored difference. At times, a genetic difference (any difference, not 
a particular difference) is an appropriate response to a selective challenge. On 
the other hand CRICK’S pedestal serves an essentially structural function within 
the DNA fiber; consequently, as long as the integrity of the reverse repeat 
pattern is largely maintained the particular base pairs constituting the pedestals 
may be unimportant. 
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In addition to colleagues at Cornell University who have both listened and explained with 
great patience, the senior author wishes to acknowledge conversations with JAMES C. KING in 
which some of these ideas were sown-ideas which found no resting place within the genetic 
knowledge of the time (1 950’s). 

Note added in proof: HUGH ROBERTSON and ELIZABETH DICKSON, at the 1974 
Brookhaven Symposium in Biology, presented a paper entitled “RNA processing 
and the control of gene cxpression’’ that contained molecular predictions corre- 
sponding to, complementing, and extending those which we have described here. 
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